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Molecular building-blocks for anion-π interactions†

Élise Antonetti,a Yoann Cotelle,a, Alexandre Martinez,a Paola Nava∗a

Theoretical calculations are performed to design a set of π molecules, significant for anion-π in-
teractions. Quadrupole moments are reported at several levels of calculation. Trends from MP2
calculations are reproduced from DFT calculations, although actual values are different. Binding
energies towards a chloride anion have been evaluated for the considered molecules and they roughly
correlate with the quadrupole moment of the molecules, although other effects, such as structural
flexibility, play a role. Imide moieties that decorate the π molecules provide privileged binding sites
for anions; however, similar binding energies are obtained for the interaction between a chloride and
benzenediimide, naphthalenediimide and perylenediimide, although quadrupole moments vary by a
factor of two. The naphthalenediimide and the benzenetriimide emerge as valuable building blocks
to construct extended molecular architecures with eiher C2 or C3 symmetry, for improved anion-π
interactions and anion recognition.

1 Introduction
Anion-π interactions are non-covalent interactions that occur be-
tween negatively charged ions and electron-deficient π systems,
showing a positive quadrupole moment. The first experimental
evidence of their existence can be traced back to 2004,1 although
theoretical studies had already predicted their importance some
years earlier.2–4 Since then, anion-π interactions have attracted
significant attention, as they have been shown to play a role in
biological and chemical systems and in materials sciences.5–13

The nature of the anion-π interaction has been widely ex-
plored from theoretical and experimental points of view.14–18

Early theoretical studies focus on the analysis of the interaction
between anions and single-ring π systems, using various par-
tition energy strategies, AIM (Atoms in Molecules) topological
analysis, or electrostatic potential (ESP) maps.10,16,19 Thus, sub-
stituted benzenes with electron-withdrawing groups,3,4,20–22 as
well as heterocycles or cyanuric acid derivatives,2,14,23–25 have
been identified as relevant molecular units.The anion-π interac-
tion is predominantly due to electrostatic22 and induction effects
(anion-induced polarization of the π molecule)20,24 and corre-
lates with the quadrupole moment of the π molecule and its elec-
trostatic potential.26 The role of the substituents or heteroatoms
in the π molecule has been highlighted by some authors: positive
quadrupole moments and electrostatic potentials originate from
the position of the nuclei, rather than from changes in the dis-

a Aix Marseille Univ, CNRS, Centrale Med, ISM2, Marseille, France.
† Electronic Supplementary Information (ESI) available: Details on MP2 and
CCSD(T) calculations, computed binding energies, details on structural parame-
ters, EDA on TTI structures, all ESP maps and charges, coordinates. See DOI:
10.1039/cXCP00000x/

tribution of the π-electron density itself.25,27 Other aspects can
be mentioned, such as the direct interaction between local C-X
dipoles (X being a substituent or heteroatom),27 or orbital relax-
ation and possible charge transfer, notably in the case of anion-
carbonyl interactions.28 The anion also has an influence on the
nature of the interaction: computational Energy Decomposition
Analysis (EDA) together with UV-vis and X-ray crystallographic
experiments suggest that stabilization in anion-π complexes with
fluoro- or oxoanions is prevalently related to electrostatic terms,
while orbital relaxation is important for halide anions.29

Experimental works have demonstrated the interest of combin-
ing extended π systems with high quadrupole moments, based
for instance on the naphthalenediimide unit, to achieve effec-
tive anion-π interactions.5,8,10 Within supramolecular chemistry,
anion-π interactions can be then exploited to propose artificial
systems for the recognition and transport of anions of biologi-
cal or environmental interest.5,8–10 For instance, chloride plays
an important role in biological processes (ion homeostasis, cell
volume regulation, transepithelial transport, and regulation of
electrical excitability) and several receptors have been reported
for this anion.8,30,31 Anion-π interactions could also contribute
to the stabilization of reaction intermediates or transition states,
thus playing a role in catalytic transformations.11–13 As such, a
comparative study of the potential extended π-acidic surfaces is
appealing.

The purpose of this work is to computationally predict a scale
of increasing anion-π interactions, focusing on the design of π

systems. We systematically treat planar π molecules of increas-
ing size, from single-rings to extended systems. Therefore, we
explore a variety of molecular platforms that possess symme-
try C2 or C3, which are potential candidates for the conception
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of elaborated molecular architectures. Our systematic approach
is desirable and meaningful because it allows for direct com-
parison between the properties of the considered systems, all
treated on the same footing. Starting from single-ring molecules
(top of Figure 1), extended π systems were constructed, which
have been proven to be significant for anion-π interactions.5,11

From the benzene ring, the benzenediimide molecule (BDI) is
built formally by adding two cyclic imides. The BDI platform
has been modified by introducing fluorine or cyano groups on
the central ring or by modifying the imide moiety. The π sys-
tem is further extended to obtain NDI- and PDI-based molecules
(NDI=naphthalenediimide, PDI=perylenediimide). The benzen-
etriimide (BTI) is constructed by adding three cyclic imides to
the central benzene, while the truxenonetriimide (TTI) contains
three more extended π arms.32 Finally, we considered systems de-
rived from 1,4,5,8,9,12-hexaazatriphenylene (HAT).33,34 For all
of these molecules, quadrupole moments and polarizability val-
ues are provided, computed at several theoretical levels. We have
then studied the interaction of these π molecules with a proto-
typical anion, the chloride. The binding energies and preferred
binding sites are analyzed in light of the properties of isolated π

molecules, by exploiting the electrostatic surface potential maps
and computed charges.

2 Computational details

Density functional theory (DFT) and MP2 calculations were car-
ried out with the TURBOMOLE program package.35 The struc-
tures were optimized at each computational level in the gas
phase.

MP2 calculations employ the aug-cc-pVTZ basis set and the cor-
responding auxiliary basis sets for the Resolution of Identity (RI)
approximation.36,37 Diffuse functions were omitted on hydrogen
atoms (cc-pVTZ for H) for the TTI case,38 to avoid convergence
issues. In the case of small, single-ring molecules, CCSD(T) cal-
culations were also performed to check polarizability values. For
this purpose, the MOLPRO program package was used39 and po-
larizabilities were computed numerically (see ESI† for details on
the basis set and polarizabilities).

For DFT calculations, the def2-TZVP basis set was employed
throughout, together with the corresponding auxiliary basis sets
for the RI technique.40,41 Several functionals were tested for cal-
culations of the quadrupole moments and polarizabilities of the
molecules shown in Figure 1: PBE0,42–46 B3LYP,42,43,47–50 CAM-
B3LYP,51 M06, M062X,52 WB97XD53 and SCLH22T.54 For PBE0,
B3LYP and CAM-B3LYP, the D3 empirical dispersion corrections
were added.55 Frequencies calculations were performed on the
PBE0-D3 structures to verify the nature of the stationary points,
which are proved to be minima on their potential energy surface
at this level of computation. In all cases, we report the Qzz com-
ponent of the quadrupole tensor, obtained by maintaining the π

system in the xy plane.

Calculations of the interaction between the π systems and the
chloride anion were made at the levels of MP2, PBE0-D3 and
SCLH22T only. Frequencies calculations were performed on the
PBE0-D3 adduct structures. The interaction is discussed in terms
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Fig. 1 Molecules treated in this work, and labels.
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Table 1 Computed Qzz (DÅ) values at the MP2/aug-cc-pVTZ level (un-
relaxed values in parenthesis). Polarizabilities (au) are reported at the
MP2 and CCSD(T) levels. Selected values from previous contributions
are reported, as well as experimental data, if available. Labels as in
Figure 1.

Qzz (DÅ) α∥ (au)
System MP2 Lit.a MP2 CCSD(T) Lit.a

C6H6
b -7.97 (-8.71) -7.99 56 45.0 44.5 47.5 23

tzb 0.84 (0.40) 0.90 14,56 33.9 33.6 30.3 14

Tz 3.31 (2.60) 3.32 56 32.2 32.3 58.7 23

C6F6
b 8.04 (9.26) 42.5 42.2

tz-F 8.07 (8.64) 8.23 14 33.5 33.3 30.3 14

Tz-F 8.28 (8.31) 32.2 32.3

BDI 11.25 (14.23)
BDI-F 14.73 (18.10)
BDI-FI 23.19 (27.52)
BDI-CN 24.39 (27.60)

NDI 13.68 (16.67) 14.7 57

NDI-CN 53.17 (57.72) 55.5 58

PDI 21.00 (27.29)

BTI 17.24 (21.52) 14.5 59

TTIc 36.25 (46.66)

HAT -8.79 (-10.72) -8.53 16 54.0 16

HAT-I 27.04 (34.95)
HAT-CN 75.12 (80.10)
a) Computational levels: Ref. 56: MP2/[5s3p2d/3s2p]//MP2/6-31G(d); Ref. 14:
MP2/6-31G* for Qzz and MP2/6-31++G** for α∥; Ref. 57,58: MP2/6-
311G**//PBE0/6-311++G**; Ref. 23: MP2/6-311+G**.
b) exp. Qzz for C6H6: -8.69 ± 0.5, gas phase; 60 -8.48 ± 0.36, in CCl4. 61 For
tz: -0.83±0.93 in C6H12; 62 -1.05±0.17 from X-ray. 63. For C6F6: 9.5 ± 0.5, gas
phase. 60

c) cc-pVTZ basis for H atoms.

of binding energies ∆E, defined as:

∆E = E
π−Cl− −Eπ −ECl− (1)

where E
π−Cl− , Eπ , and ECl− refer to the total electronic energies

of the adduct, the isolated π system and the isolated chloride,
respectively. The reported values ∆E are corrected for the basis
set superposition error (BSSE) using the counterpoise method.
Uncorrected results are available in the ESI†.

3 Results and Discussion

3.1 Quadrupole moments and polarizabilities
Table 1 collects results from computed MP2 Qzz values for all
treated systems, as well as polarizabilities at the MP2 and
CCSD(T) level for single-ring molecules. Concerning quadrupole
moments, our MP2 values are comparable to those reported in
previous works at a similar level of computation: they are within
0.5 DÅ with respect to the MP2 values reported by Doerksen et
al.,56 employing a basis set optimized for polarizabilities; they
are within 2 DÅ with respect to the values from experiments. The
largest discrepancy is for the BTI system,59 but we believe that
the reported value was not computed at the MP2 level. DFT re-
sults are reported in Figure 2 and Table 2. The computed un-
signed values are systematically lower than those obtained at the
MP2 level. However, and satisfactorily, the DFT methods repro-
duce the MP2 trends, as visualized by the regression line in Fig-
ure 2 for PBE0-D3 (R2 = 0.9996). Similar behaviors are observed

Fig. 2 Correlation curve between quadrupole moments Qzz (DÅ) com-
puted at the MP2 and PBE0-D3 levels. Labels for molecules as in Fig-
ure 1.

for the other functionals, as detailed in Table 2: R2 values are
always larger than 0.997.

Expanding the benzene ring to BDI, thus adding cyclic imides,
has a large effect on Qzz, which increases from -7.97 (benzene)
to 11.25 DÅ (BDI, MP2 values). Substitutions on the BDI have
also an impact: the quadrupole moment increases by 3.5 DÅ
by replacing the hydrogen by fluorine atoms on the central 6-
membered ring. Interestingly, the Qzz values become more than
twice larger, either by introducing cyano groups on the central
ring, or by modifying N-H to N-F in the imide moiety. The ex-
tension of the aromatic core from BDI to NDI increases the Qzz

value only slightly. The increase is more pronounced for PDI,
with a value of Qzz close to that of BDI-CN. Again, and as ex-
pected,5,11 the effect of the cyano substitution is evident when
comparing NDI and NDI-CN. The computed quadrupole moment
of the NDI-CN (MP2: 53.17 DÅ ) is comparable to the previously
reported value for a similar structure (55.5 DÅ computed for an
N-substituted tetraciano-NDI).58

A value of Qzz of 17.24 DÅ (MP2 value) is associated with the
BTI molecule, which contains three cyclic imide moieties, thus
higher than the value obtained for BDI. The value of Qzz increases
considerably to 36.25 DÅ for the TTI molecule. The HAT system
has a negative Qzz. By decorating it with three cyclic imide moi-
eties or cyano groups, positive Qzz are obtained.

Concerning polarizabilities,14,16,23 MP2 values for small sys-
tems are the same as those obtained at the CCSD(T) level (within
0.5 a.u.), Table 1. The values obtained from DFT (PBE0-D3), Ta-
ble 2, are underestimated, but trends are respected. Previously, it
has been argued that the s-tetrazine has a significant larger po-
larizability than benzene (58.7 a.u. and 47.5 a.u., respectively
at the MP2 level).23 However, from high accurate CCSD(T) cal-
culations we conclude that benzene has the largest polarizabil-
ity (44.5 a.u.) among the six single-ring molecules studied and
that the s-tetrazine has a similar polarizability than the s-triazine
(32.3 a.u. and 33.6, respectively), thus lower than that of ben-
zene, Table 1. Fluorine substitution has no impact on polariz-
abilities, Tables 1- 2, while introducing cyano groups increases
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Table 2 Qzz (DÅ) values obtained at several DFT level of calculations, def2-TZVP basis set. Intercept, slope and R2 from the linear regression with
relaxed-MP2 values for Qzz are indicated, as for PBE0-D3 in Figure 2. Polarizabilities (au) are reported at the PBE0-D3 level. Labels as in Figure 1.

Qzz (DÅ) α∥ (au)
System PBE0-D3 M06 M062X WB97XD CAM-B3LYP-D3 B3LYP SCLH22T PBE0-D3
C6H6 -5.43 -4.94 -5.48 -5.41 -5.26 -5.26 -5.27 38.60
tz 0.58 0.87 0.48 0.61 0.72 0.74 0.70 29.71
Tz 2.14 2.34 2.04 2.17 2.28 2.29 2.27 28.49
C6F6 4.92 5.29 5.31 5.17 5.69 5.55 5.72 38.17
tz-F 5.18 5.30 5.38 5.27 5.58 5.52 5.64 29.36
Tz-F 5.35 5.45 5.44 5.43 5.69 5.61 5.72 28.53

BDI 7.65 8.20 7.64 7.88 8.54 8.49 8.38 63.75
BDI-F 9.95 10.54 10.00 10.23 10.96 10.84 10.76 63.78
BDI-FI 15.64 16.47 16.02 16.10 16.96 16.73 16.87 64.02
BDI-CN 16.39 17.04 16.29 16.80 17.63 17.36 17.36 75.60

NDI 9.37 10.28 9.23 9.57 10.42 10.55 10.18 81.48
NDI-CN 35.65 36.75 35.62 36.50 37.74 37.20 37.35 105.25
PDI 14.95 16.45 14.39 14.97 16.53 17.15 16.24 125.48

BTI 11.80 12.46 11.76 12.16 13.04 12.85 12.78 76.19
TTI 24.16 25.92 24.30 25.04 27.47 27.22 26.45 172.43

HAT -5.84 -4.55 -6.38 -5.86 -5.40 -5.08 -5.84 79.93
HAT-I 18.50 19.69 18.57 18.97 20.54 20.25 19.97 118.23
HAT-CN 50.43 51.55 50.34 51.53 52.74 51.82 52.36 116.56

Intercept 0.010 0.562 -0.038 0.058 0.524 0.625 0.407
slope 0.673 0.684 0.674 0.688 0.707 0.695 0.700
R2 0.9996 0.9981 0.9998 0.9997 0.9981 0.9971 0.9990

b) cc-pVTZ basis for H atoms.

them slightly. The effect is much larger when imide groups are
introduced (DFT values, Table 2), as can be seen by comparing
benzene (38.60 a.u.) to BDI (63.7 a.u.), BDI to BTI (76.19 a.u.),
or HAT (79.93 a.u.) to HAT-I (118.23 a.u.). Finally, extending the
π system from BDI to HAT and then to NDI, PDI and TTI has the
greatest effect on polarizability, which then rises up to 172.4 a.u.
(PBE0-D3) for TTI, Table 2.

3.2 Interaction with an anion

To go a step further, the structures for the adducts between the
considered π molecules and the chloride were optimized to eval-
uate the binding energies and correlate them with the calculated
quadrupole moments of the π molecules. Moreover, although
the computed positive values Qzz suggest favorable interactions
with anions, they are not informative about the preferred binding
sites. For small molecules, from benzene to difluoro-s-tetrazine,
the chloride has been forced to be on the Oz axis, to avoid other
interactions, i.e. hydrogen bonding. In some cases, due to the
applied constraints, imaginary frequencies appear, Table 3.

For π systems containing fused rings, several structures were
fully optimized to identify anion binding sites, Figure 3 and Ta-
ble 3. The chloride was approached along the z axis, e.g. from
above the π system, to avoid structures in which the anion inter-
acts with a hydrogen atom in the molecular plane. In most cases,
the preferred (and sometimes unique) binding site is on top of
the imide unit, usually displaced to the Ca-Cb bond, where Ca

is the carbon atom of the carbonyl moiety (green sites, sA, Fig-
ure 3): BDI-based systems, NDI-based systems, BTI and HAT-I. In
the case of the PDI platform, we identify two sites that lead to very
close ∆E: in addition to the site close to the imide (sA in green,
∆E = −85.5 kJ/mol), a second binding site leads to an adduct

with a ∆E =−90.7 kJ/mol (sC in orange, MP2 values). For the TTI
molecule we investigated three possibilities: the site close to the
imide (sA in green, MP2 ∆E =−97.2 kJ/mol); the site close to the
cyclopentenone moiety (sB in blue, MP2 ∆E = −150.5 kJ/mol);
finally the approach on the C3 axis was also calculated (sC in or-
ange, MP2 ∆E = −122.0 kJ/mol). In the case of the HAT-based
derivatives, a site on the central ring was obtained, and, in the
case of the HAT-I platform, the imide position was retrieved as
well.

Interestingly, the binding sites are consistent with the results
from both the NBO and Hirschfeld charges, and the ESP maps,
evaluated for isolated π molecules, and shown for the BDI, TTI
and HAT cases in Figure 4. Accordingly, the carbon atoms with the
highest computed charges are those close to the imide moieties
for BDI. For the TTI system, two sites emerge, e.g. close either to
the imide or to the carbonyl of the cyclopentenone. The full data
for all treated molecules are available in the ESI.†

Concerning methods, the MP2 trends on ∆E are reproduced
by the DFT approaches, as shown by the regression lines in the
ESI† (R2 = 0.987 for both PBE0-D3 and SCLH22T). We notice that
the PBE0-D3 values for the sC sites are often slightly larger, while
the PBE0-D3 methods usually overstabilize the complexes at the
imide sites sA with respect to MP2. Consequently, the PBE0-D3
calculated distances for Cl-Ca and Cl-Cb are significantly shorter
than in MP2, Table 4. In apparent contrast with our results, pre-
vious reports show that DFT provides longer distances and lower
stabilization energies (in absolute value) than MP2. This differ-
ence is due to the fact that we included dispersion corrections in
our DFT calculations, which contribute to the stabilization of the
anion-π complexes.3,10

The plot in Figure 5 collects the MP2 computed values ∆E for

4 | 1–9Journal Name, [year], [vol.],

Page 4 of 10Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
Ju

ly
 2

02
5.

 D
ow

nl
oa

de
d 

on
 8

/6
/2

02
5 

9:
43

:1
7 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D5CP01879J

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01879j


O
H
NO

O
H
NO

Ca

Cb

Ca

Cb

O N
H

O

O
H
NO

Imide sites sA

(BDI-, NDI-based systems, BTI) PDI: sA; sC

O

O

NH

O

O

O
H
N

O

O

O

N
H

O

N

O
N
H

O

N

N

O

H
N

O

N

N
O

HN

O
N

TTI: sA, sB, sC HAT-based: sA; sC

Fig. 3 Top view of the chloride binding sites. Green circles indicate
positions close to the imide (sA), orange circles are on the most central
rings (sC), and the blue circle indicates a site close to the cyclopentenone
moiety (sB).

Table 3 MP2, PBE0-D3 and SCLH22T binding energies of the chloride,
∆E (kJ/mol), as defined in Eq. 1. D3 empirical dispersion parameters
were employed for PBE0 calculations. The binding sites are denoted as
sA (imide site), sB (TTI case) and sC (central ring), Figure 3.

Complex Site MP2 PBE0-D3 SCLH22T
C6H6 sa

C 1.6 8.4 8.4
tz sa

C -32.5 -27.7 -26.5
Tz sa

C -45.3 -40.4 -39.0
C6F6 sC -62.0 -55.3 -57.4
tz-F sC -72.2 -67.9 -68.9
Tz-F sa

C -75.4 -69.0 -70.3

BDI sA -86.3 -91.1 -85.3
BDI-F sA -102.2 -108.9 -104.1
BDI-FI sA -118.9 -123.0 -118.4
BDI-CN sA -136.8 -147.3 -140.6

NDI sA -91.6 -94.3 -87.7
NDI-CN sA -185.3 -200.4 -191.9
PDI sC -90.7 -91.1 -81.7
PDI sA -85.5 -91.3 -82.1

BTI sA -112.6 -119.2 -111.9
TTI sB -150.5 -151.3 -144.0
TTI sA -97.2 -113.9 -105.2
TTIa sa

C -122.0 -111.1 -104.3

HAT sC -65.1 -58.1 -49.4
HAT-I sA -152.2 -153.0 -144.0
HAT-I sC -135.7 -143.0 -133.5
HAT-CN sC -216.0 -222.5 -215.4
a Imaginary frequencies due to imposed constraints.

BDI

TTI

HAT

Fig. 4 Electrostatic potential maps for selected π systems, mapped on
the electron density iso-surface of 0.001 a.u. The red color corresponds
to a negative region of the electrostatic potential (-0.04 au), whereas
the blue color corresponds to the region where the potential is positive
(+0.04 au). Charges (NBO in blue and Hirschfeld in black) are indicated
for heteroatoms.

Fig. 5 Smallest MP2 computed ∆E values (among the tested adduct
structures) as a function of the Qzz of each π system. Orange, green and
blue dots refers to sC, sA and sB binding sites, as in Figure 3. The value
for the TTI sA case is also reported (but not used for the regression).

Journal Name, [year], [vol.], 1–9 | 5

Page 5 of 10 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
Ju

ly
 2

02
5.

 D
ow

nl
oa

de
d 

on
 8

/6
/2

02
5 

9:
43

:1
7 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D5CP01879J

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01879j


Table 4 MP2 and PBE0-D3 computed distances (pm) between the chlo-
ride and the carbon atoms close to the imide binding sites, Figure 3.

System MP2 PBE0-D3
Cl-Ca Cl-Cb Cl-Ca Cl-Cb

BDI 294.06 292.11 278.10 278.13
BDI-F 287.16 278.19 279.02 269.73
BDI-FI 275.07 278.35 270.77 268.61
BDI-CN 279.95 258.03 276.80 253.64
NDI 313.82 309.43 283.37 280.61
NDI-CN 279.19 245.61 275.42 239.25
PDI 304.91 297.54 285.09 276.75
BTI 289.89 269.44 282.36 262.84
TTI 286.36 274.81 279.22 259.28
HAT-I 282.04 244.45 278.36 242.40

the most stable adducts as a function of the Qzz of the corre-
sponding π systems. The interaction between the anion and the π

molecule roughly follows the quadrupole moment, as the values
of ∆E decrease with increasing Qzz. However, the regression line
with an R2 = 0.877, lower than 0.95, suggests that the quadrupole
moment is not the only factor that affects the binding energies
and prompted us to further analyze the computed data.

First of all, the HAT molecule has a remarkably low ∆E, despite
its negative Qzz. This can be understood by inspecting the ESP
map, Figure 4, which reveals that the Electrostatic Potential is
positive on the carbon atoms of the central ring and associated
charges are also positive.

Let us now focus on the systems where the anion approaches
from the top of the imide sites (sA, green cases in Figure 5). From
the point of view of the structures, the MP2 distances between
the chloride anion and carbon atoms Ca and Cb vary between
244 and 314 pm and are sensitive to substitutions, Table 4. The
Cl-Cb distances are usually shorter than the corresponding Cl-Ca

distances, indicating that the anion position is slightly displaced
toward the Cb atom. In this way, repulsive interactions between
the anion and the nitrogen or oxygen atoms of the imide moiety
are minimized. The Cl-Ca distance becomes shorter when NDI
and NDI-CN are compared, or within the BDI, BDI-F and BDI-CN
series. Substitution with the electron-withdrawing group (-CN
or -F) is performed in the β position: it affects the strength of
the interaction, but the electron-withdrawing group is sufficiently
far from Ca, and repulsion with the incoming anion is therefore
avoided. Thus, when comparing NDI and NDI-CN, Qzz increases
and ∆E decreases. Again, within the series BDI, BDI-F and BDI-CN
(substitutions with electron-withdrawing groups), the Qzz values
increase and the ∆E values decrease. Similarly, ∆E decreases from
BDI to BTI (from two to three imide moieties). However, and
interestingly, the binding energies are close for BDI, NDI, and PDI,
although the PDI molecule has a significantly larger quadrupole
moment. In addition, there is no improvement for the TTI (sA

site) compared to the BTI.
The TTI system is instructive: the preferred binding site is close

to the ketone in the cyclopentenone (blue site in Figure 3, sB),
although the calculated charge is slightly higher for the carbon
atom in the imide moiety, Figure 4. Inspection of the PBE0-D3
adduct geometries, Figure 6, reveals that the Cl-Ca distance in sA

Fig. 6 PBE0-D3 optimized structures of the adduct between the chloride
and the TTI molecule, sites sA and sB.

Table 5 Dipole moments (D) of the neutral π molecules in the geometry
of the unconstrained adducts (left) and the adducts with constrained
planarity (right). PBE0-D3 binding energies are also reported (kJ/mol).

Unconstrained adduct Adduct with constrained planarity
System ∆E Dipole ∆E Dipole
BDI -91.1 0.54 -84.4 0.07
TTI sA -113.9 0.46 -107.1 0.10
TTI sB -151.3 0.67 -140.6 0.19

(279 pm) is significantly longer than Cl-C2 in sB (252 pm) and
that there is more structural flexibility close to the binding site
in sB than in sA. Approaching the anion causes a distortion in
the planarity of the π molecule, which is more significant for the
sB adduct. It could be argued that the binding energy results
from the modification of the π system, meaning that it would
essentially be due to the negative charge interacting with the in-
duced dipole moment of the modified π system. Yet, the dipole
moments of the neutral π molecules in the geometry of the chlo-
ride adducts, Table 5 for TTI and BDI , are quite small, although
the values for TTI site sB are, as expected, slightly higher (dipole
moment values for all π systems are available in the ESI†). We
then evaluated the binding energies for adducts, where we con-
strained the planarity of the binding site. In all cases, the so-
obtained binding energies are only up to 11 kJ/mol higher than
in the optimized structures, and the global gain in energy from
the anion-dipole interaction that compensates for the deforma-
tion of the π structure is rather small. Finally, Energy Decomposi-
tion Analysis (EDA) was used to compare the sB and sA adducts,
Figure 7. This analysis was also performed on a structure where
the Cl-Ca distance is shortened up to 252 pm (sA(252) structure in
Figure 7), which is the Cl-C2 distance in sB (results of further con-
strained structures are collected in the ESI†). In this approach, the
interaction energy ∆E is decomposed into several contributions:
∆E = Eexc-rep +Eelec +Eor +Ecorr +Edisp. Stabilizing contributions
from correlation (Ecorr) and dispersion (Edisp) terms are similar in
all cases. The favorable binding energies ∆E originate primarily
from the compensation between positive repulsive contributions
(Eexc-rep) on the one side and negative electrostatic (Eelec) and
orbital relaxation (Eor) contributions on the other side. By ap-
proaching the chlorine anion towards the Ca atom, we recover
the same electrostatic and orbital relaxation terms as in the sB

adduct, but the repulsion contribution has clearly increased. This
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Fig. 7 Energy Decomposition Analysis performed on the PBE0-D3 opti-
mized structures of the adduct between a chloride and the TTI molecule,
sites sA and sB, denoted sA(279) and sB(252). In the sA(252) structure
the Cl-Ca distance is 252 pm. The terms of the decomposition are given
in the main text.

suggests that the approach of the anion at the sA site is some-
what limited by the structural rigidity of the imide moiety and
the repulsive interactions that arise. Thus, the more favorable ∆E
calculated for the site sB than sA results from structural flexibil-
ity and from the fact that repulsive interactions in sA prevent the
anion from getting close to the Ca atom.

4 Conclusions
In the present study, we report a comprehensive and systematic
study of π molecules significant for anion-π interactions.

First, we report a corrected value for the polarizability of the s-
tetrazine (α∥ = 32.3 a.u., CCSD(T) level). Concerning quadrupole
moments, we show that DFT calculations with a set of def2-
TZVP bases provide correct trends compared to MP2-computated
reference results, although absolute values may differ signifi-
cantly. Thus, care should be taken when comparing computed
quadrupole moments from different sources if the methods used
are not the same or if the computational levels are unclear. More-
over, we establish a linear relationship between MP2 and DFT
results. This suggests that, by providing the coefficients of the
regression line, quadrupole moments of MP2 quality can be ex-
trapolated from a simple DFT run, thus avoiding the actual MP2
calculation, the convergence of which is tedious for extended sys-
tems together with diffuse basis functions.

The interaction between a chloride anion and π molecules has
been investigated by evaluating the binding energies. Computed
charges and ESP maps are convenient tools for predicting pos-
sible binding sites of an anion on a neutral molecular structure,
and they could be particularly useful when dealing with extended,
non-planar molecules. As expected, the binding energies decrease
roughly with the quadrupole moments of the π molecules. How-
ever, equilibrium geometries and binding energies result from
a compromise among several factors, including local structural
rigidity. Interestingly, imide moieties provide privileged binding
sites for anions, but BDI, NDI, and PDI, or BTI and TTI display

similar binding energies (on the imide binding site), although the
quadrupole moments are different. The binding energy clearly
decreases by performing a β -substitution on the imide carbon
atom, such as for BDI-CN in comparison to BDI. Alternatively, the
decrease in binding energy is evident when BDI is compared to
BTI, thus introducing another imide moiety on the π platform.

In the case of the TTI molecule, three binding sites have been
evaluated. The most favorable site, sB, is close to the carbonyl
moiety near the central ring. It offers more structural flexibil-
ity and less repulsive interactions than the sA site. These aspects
- structural flexibility and repulsive interactions between the in-
coming anion and heteroatoms - also emerge as factors that affect
the anion-π interaction strength.

Finally, the π platforms that are presented in this study are suit-
able to promote anion-π interactions. Among them, NDI emerges
as a privileged choice to conceive extended molecular architec-
tures with C2 symmetry, for improved anion-π interactions and
anion recognition. Similarly, BTI turns out to be the best can-
didate as a C3-symmetry building block. In fact, it has recently
been used to synthesize molecular cages that combine such a plat-
form with an electron-rich cyclotriveratrylene (CTV).64,65 The
TTI molecule remains an attractive alternative that offers a more
extended structural core than BTI.
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The data supporting this article have been included as part of the Supplementary Information.
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