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Among vacancy-ordered perovskites, Cs2PtI6 exhibits remarkable efficiency and stability, making it a

promising material for photovoltaic and photoelectrochemical applications. However, further advance-

ments require a comprehensive understanding of its charge conduction and relaxation mechanisms,

which remain insufficiently explored. This study investigates these mechanisms through temperature-

dependent impedance and Raman spectroscopic techniques. Activation energy analysis from conductivity

data and temperature-dependent Raman spectroscopy suggests polaronic type conduction. The fre-

quency exponent trend from AC conductivity reveals that correlated barrier hopping is the primary charge

conduction mechanism, with the isolated octahedra in the structure acting as barriers for polaron

hopping. Enhanced conductivity at higher temperatures is attributed to energy gained by carriers to over-

come potential barriers for conduction and increased hopping rates. X-ray photoemission spectroscopy

reveals the presence of mixed Pt oxidation states (Pt2+ and Pt4+), and the phonon-assisted charge transfer

between them supports bipolaron redox-mediated conduction.

Introduction

Vacancy-ordered halide perovskites have emerged as a stable
and non-toxic alternative to conventional organic–inorganic
halide perovskites. This class of halide perovskites A2B′□X6 (A
– monovalent cation, B′ – tetravalent cation, □ – cation vacancy
and X – halide) are created by replacing two divalent cations
(B) in ABX3 with a tetravalent atom (B′), resulting in a vacant
cationic site.1 Although discovered years ago, research into
their applicability across different applications remains in its
early stages.2–4 In 2014, the vacancy-ordered perovskite
Cs2SnI6, with a direct bandgap of 1.3–1.6 eV, was first intro-
duced for photovoltaic applications in dye-sensitized solar
cells, achieving a power conversion efficiency (PCE) of approxi-
mately 4–6%.4–7 Subsequently, it was employed as an absorber
layer in perovskite solar cells, where it demonstrated an
efficiency of around 1%.8–13 Doping with SnF2 has further
enhanced the PCE to 5.18%.14 However, the limited efficiency
of Cs2SnI6 is primarily attributed to its low electron mobility
(∼3 cm2 V−1 s−1), high resistivity (in the MΩ range), and sig-
nificant defect density (>1019 cm−3).11,15 Although Cs2SnX6 has
been explored for photovoltaic and photoelectrochemical
applications, its poor long-term stability renders it unsuitable

for practical use.16 Another class of vacancy-ordered perovs-
kites, Cs2TiX6, with a bandgap of ∼1.8 eV, has demonstrated a
PCE of 3.3% in photovoltaic applications.2 While the photovol-
taic potential of other vacancy-ordered perovskites, such as
tellurium-based compounds, has been theoretically predicted,
no experimental devices have been reported to date.17–21

Among vacancy-ordered materials, Cs2PtI6 stands out by
achieving the highest reported efficiency of 13.88%, attributed
to its narrow bandgap (1.37 eV) and high absorption coeffi-
cient (∼4 × 105 cm−1).3 Its exceptional stability under acidic
and basic conditions, high temperatures, and electrochemical
environments has made it a promising candidate both as a
photoanode for water oxidation and as a high-performance
photovoltaic material.3,16,22–24 Theoretical models suggest that
with optimized device architecture, Cs2PtI6 could reach efficien-
cies exceeding 20%.25,26 Moreover, it has been shown to be bio-
compatible with microorganisms, expanding its potential in
photoelectrochemical applications.27 Despite its excellent
ambient and pH stability, there is still significant room for per-
formance enhancement in photovoltaic and photoelectrochem-
ical applications.22–24,28–31 To achieve this, understanding its
charge conduction mechanism is crucial and these studies in
this class of materials have not been explored. This study aims to
address that gap by investigating the charge conduction and
relaxation mechanisms in Cs2PtI6 through temperature-depen-
dent impedance and Raman spectroscopic measurements. The
experimental procedure for the synthesis of the materials and its
basic characterization data are provided in SI.
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Impedance spectroscopy is a powerful technique for under-
standing the electrical and dielectric behavior of a material. In
this method, a sinusoidal perturbation is applied, and the
corresponding AC response is recorded. From this response,
impedance and related parameters as a function of frequency
are calculated.

Impedance is a complex quantity represented as

Z� ¼ Z′þ jZ″ ð1Þ
where Z′ is the real part and Z″ is the imaginary part of the
impedance. Temperature-dependent impedance measure-
ments have been conducted on Cs2PtI6 pellets to understand
their dynamic response under varying electric fields.

Results and discussion

The Nyquist plots (Z′ versus Z″) of Cs2PtI6 at different tempera-
tures are illustrated in Fig. S1(a–c). The impedance spectra at
all temperatures were fitted using the equivalent circuit model
R1 + (R2∥CPE2) + (R3∥CPE3) in Z-view software. In this model,
R1 represents the series resistance, attributed to parasitic
losses such as contact and wiring resistance. The R2∥CPE2
element represents the impedance associated with the bulk,
while R3∥CPE3 corresponds to the grain boundary
impedance.32,33 The resistive components reflect energy dissi-
pation in the form of heat. A Constant Phase Element (CPE) is
used in place of an ideal capacitor to account for the non-ideal
capacitive behavior caused by sample inhomogeneity and dis-
tributed relaxation times. As the temperature increases from
100 K to 400 K, both R2 and R3 decrease substantially—from
200 GΩ to 70 kΩ and 500 GΩ to 250 kΩ, respectively—indicat-
ing reduced resistivity in both the bulk and grain boundary
regions (Fig. S1(d)). Notably, grain boundary resistance
remains higher than bulk resistance.34

The real and imaginary parts of impedance provide comp-
lementary insights into a material’s electrical behavior, with
the real part reflecting resistive effects and the imaginary part
capturing capacitive or inductive contributions. Separately ana-
lyzing these components is essential for a comprehensive
understanding. The real part of impedance (Z′) is closely
linked to the material’s DC resistance and offers valuable
information about conduction pathways. To investigate the fre-
quency-dependent resistive behavior, Z′ has been plotted
against frequency (Fig. 1(a)). A reduction in impedance with
increasing temperature is evident (as observed in Fig. S1(d)),
and for clarity, the temperature dependence of Z′ at 1 Hz is
shown in Fig. 1(b). In Fig. 1(a), the frequency dependence of Z′
displays distinct trends at different temperature ranges. At
higher temperatures, Z′ exhibits two regions: a frequency-inde-
pendent plateau at lower frequencies, corresponding to the DC
resistance, followed by a decrease in resistance with increasing
frequency (inset of Fig. 1(a)). In contrast, at lower temperatures
(150 K ≤ T ≤ 100 K), the trend is entirely different: Z′ decreases
steeply across the entire frequency range. At higher tempera-
tures, sufficient thermal energy is available to charge carriers,

resulting in frequency-independent conduction up to a certain
frequency. Beyond this frequency, the availability of more
charge carriers for conduction causes a steep reduction in Z′.
In contrast, at lower temperatures, the limited thermal energy
restricts charge carrier mobility, making conduction predomi-
nantly frequency-dependent. These findings highlight the
strong dependence of resistive effects on both temperature
and frequency.

While Z′ describes the conduction behavior, Z″ provides
insights into the relaxation behavior in the material. The fre-
quency dependent Z″ plot shows peaks that correspond to a
specific relaxation behavior. The relaxation time is time taken
by the charge carriers to come back to its equilibrium after it
is perturbed by an alternating electric field. The relaxation
time (τ) is obtained from the peak frequency ( fmax) using the
relation:

τ ¼ 1=ωmax ¼ 1=2πfmax: ð2Þ

In Cs2PtI6, the imaginary part of impedance (Z″) displays a
single relaxation peak that shifts to higher frequencies with
increasing temperature (Fig. 1(c)). As the temperature rises
from 100 K to 400 K, the relaxation time decreases from
seconds to microseconds, as shown in Fig. S2. This indicates
that with more thermal energy, the increased mobility of
charge carriers facilitate faster relaxation of the material. Thus,
a temperature-dependent primary relaxation process exists in
this material.

By analyzing the temperature dependence of the relaxation
time, the activation energy of the underlying relaxation mecha-
nism can be determined using the Arrhenius relation:35

τ ¼ τ0 expð�EA=kBTÞ ð3Þ

The activation energy provides insights into the dominant
charge carrier or relaxation mechanism in a material, such as
charge carrier hopping, dipole reorientation, or polarization
relaxation.36–38 In Cs2PtI6, data fitting reveals two activation
energies at different temperature regimes, as shown in
Fig. 1(d). The activation energy is 0.095 eV at higher tempera-
tures and 0.062 eV at lower temperatures. The presence of two
activation energies suggest that the relaxation mechanism
changes with temperature. At lower temperatures, the relax-
ation is possibly due to slow-moving ions or localized polar-
ons. However, as the temperature increases, faster-moving ions
or polaron hopping mechanisms become involved.39,40

Therefore, in Cs2PtI6, the relaxation mechanism is a complex
phenomenon, influenced by multiple charge carriers in
different temperature regimes.

At low frequencies, the material may exhibit capacitive be-
havior, allowing the capacitance to be extracted from Z*, where
Z* is represented as:

Z� ¼ 1=jωC� ð4Þ

where C* is the capacitance of the material (C = ε*A/d, A is the
area of the plates, d is the distance between the plates, and ε*
is the dielectric permittivity). Using eqn (4), the temperature
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and frequency-dependent dielectric permittivity can be
extracted from Z*, which aids in understanding the energy
storage and dissipation properties of Cs2PtI6 under various
conditions. This analysis also helps identify potential relax-
ation processes. The complex permittivity is expressed as:41

ε� ¼ ε′� jε″ ð5Þ
where ε′ represents the real part of complex permittivity
(dielectric constant) and ε″ denotes the imaginary part of
complex permittivity (dielectric loss).

ε′ ¼ �Z″=½ωC0ðZ′2 þ Z″2Þ� ð6Þ

ε″ ¼ Z′=½ωC0ðZ′2 þ Z″2Þ� ð7Þ
The real part of permittivity reflects the material’s ability to

store energy under an applied external electric field. Fig. 2(a)
shows the frequency-dependent dielectric constant at different
temperatures. The plot exhibits two distinct steps, one at lower
frequencies and the other at higher frequencies. At low fre-
quencies, charge carriers can effectively respond to the slowly
varying electric field, resulting in higher charge storage and,

consequently, a higher dielectric constant. In contrast, at high
frequencies, the applied electric field changes too rapidly for
the charge carriers to keep up, causing a decrease in the
dielectric constant with increasing frequency.42 As the temp-
erature increases, sufficient energy becomes available to acti-
vate more charge carriers, leading to a higher dielectric con-
stant. Fig. 2(b) illustrates the increase in dielectric constant
with rising temperature at 10 MHz. However, at very high fre-
quencies, all the plots converge, as the charge carriers can no
longer respond to the rapid changes in the electric field. At
this point, the dielectric constant becomes independent of
temperature. The dielectric constant provides information
about the polarizability of a material, while dielectric loss
quantifies the energy dissipated as heat when the material is
exposed to a varying electric field. Similar to the dielectric con-
stant, dielectric loss also increases with temperature due to
enhanced phonon activity (Fig. 2(c)).43 At low frequencies,
charge carriers can move freely, resulting in greater heat dissi-
pation. In contrast, at high frequencies, the rapid variations in
the electric field prevents charge carriers from responding,
leading to lower heat losses.44 The temperature-dependent be-

Fig. 1 (a) Variation of the real part of impedance (Z’) plots of Cs2PtI6, measured over a temperature range of 400 K to 100 K and a frequency range
of 1 MHz to 10 MHz, with temperature steps of 25 K. The inset depicts the variation in Z’ as a function of frequency at 400 K. (b) Variation of the real
part of impedance (Z’) with temperature, plotted with a logarithmic y-axis, measured at 1 Hz. (c) Imaginary part of impedance (Z’’) versus frequency
at different temperatures. (d) Extraction of activation energies from the relaxation time in two temperature regimes using the Arrhenius relation.
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havior of dielectric loss is explained by the Stevels model,
which highlights the interaction between charge carriers and
lattice phonons:

ε″ ¼ A′ωm ð8Þ

Here A′ is the constant of proportionality, ω is the angular
frequency and m is the slope of the dielectric loss versus fre-
quency curve (<0). The slope ‘m’ indicates the interaction
between the dipoles,

m ¼ �4kBT=Wm ð9Þ

where Wm is the barrier height for charge conduction, repre-
senting the energy needed for charge carriers to overcome the
barriers and participate in conduction. The barrier height for
charge carriers in Cs2PtI6 as a function of temperature is deter-
mined from the slope ‘m’ of the low-frequency step and is
depicted in Fig. 2(d). The temperature rise essentially
decreases the value of ‘m’. The Wm on the other hand initially
decreases between 100 K and 150 K but further increase in
temperature continues to raise the barrier height. Although
the barrier height increases, the resistance to charge conduc-
tion decreases by several orders of magnitude (as shown in
Fig. S1). This is possibly due to enhanced mobility of carriers

at high temperatures as they obtain sufficient energy to over-
come the barrier.

Due to its soft nature, Cs2PtI6 is anticipated to demonstrate
diverse types of conduction such as ionic, electronic, and
dipolar. Analyzing the frequency-dependent behavior of con-
ductivity is crucial for distinguishing between these conduc-
tion mechanisms. The total conductivity of Cs2PtI6 has been
calculated from the impedance data as follows:45

σ ¼ ðt=A″ÞðZ′=ðZ′2 þ Z″2ÞÞ ð10Þ
where t is thickness and A″ is the area of the pellets.

Fig. 3(a) shows the conductivity plots of Cs2PtI6 over a temp-
erature range of 400–100 K. In the lower temperature regime (T
≤ 150 K), conductivity is frequency-dependent and increases
with rising frequency. On contrast to that, at higher tempera-
tures, the conductivity displays two distinct regions: a low-fre-
quency, frequency-independent plateau and a high-frequency
dispersion region where conductivity increases with frequency.
This behavior of conductivity follows Jonscher’s power law:46,47

σðωÞ ¼ σDCðωÞ þ σACðωÞ: ð11Þ
The first term, σDC(ω), represents the DC conductivity,

which is frequency-independent. It represents the electronic or
ionic-charge conduction ability of the material under the influ-

Fig. 2 (a) Temperature-dependent dielectric permittivity (ε’) as a function of frequency. (b) Variation of the real part of dielectric permittivity (dielec-
tric constant) with temperature at 10 MHz. (c) Temperature-dependent trend of the imaginary part of dielectric permittivity (dielectric loss) with
temperature. (d) Variation of the parameter m and Wm with temperature.
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ence of an applied electric field. The second term, σAC(ω), is
frequency-dependent and is attributed to dielectric relaxation
resulting from localized or trapped charge carriers.41 The fre-
quency-dependence of AC conductivity is expressed as:

σACðωÞ ¼ Aωn ð12Þ

where A is the dispersion parameter, ω is the angular fre-
quency and n is the frequency exponent (0 ≤ n ≤ 1). The para-
meter A is temperature-dependent and measures polarizability
(Fig. S3(a)). An increase in ‘A’ with rising temperature indicates
higher polarizability of the material at elevated temperatures. At
low frequencies, conductivity is primarily due to the DC com-
ponent, which depends on the available free charge carriers. The
frequency at which the transition from DC conductivity to AC
conductivity occurs is known as the hopping frequency (ωH). The
hopping frequency of charge carriers between localized states
increases with rising temperature, as represented in Fig. S3(b).
Thus, the increase in DC conductivity from 0.1 pS cm−1 to 0.1 μS
cm−1 with temperature rise from 100 to 400 K (Fig. 3(b)) is
mainly attributed to increased charge carrier mobility and
hopping rate. This increase in conductivity with temperature
suggests semiconductor behavior and a thermally-activated con-
duction mechanism. The activation energies for charge conduc-
tion in two different temperature regimes are determined from
the Arrhenius relation between DC conductivity and temperature,
as shown in Fig. 3(c).

σDCðωÞ ¼ σ0 expð�EA=kBTÞ ð13Þ

Here, σ0 represents the pre-exponential factor, and EA is the
activation energy. The activation energies are determined to be
0.13 eV and 0.03 eV at higher and lower temperatures, respect-
ively. The activation energy obtained from conductivity data

specifies the energy required for the long-range transport of
the charge carriers.41,48 The activation energy derived from the
relaxation mechanism represents the energy necessary for the
localized relaxation of charge carriers, such as their reorienta-
tion or polarization within the material.49 In contrast, the acti-
vation energy calculated from conductivity data corresponds to
the energy barrier for the excitation of additional charge car-
riers in the lattice.50 These two mechanisms reflect different
aspects of charge transport behavior and are influenced differ-
ently by temperature and material structure.41,49,50 In the case
of conductivity, the disparity in activation energies between
low and high temperatures is more pronounced. At lower
temperatures, electrical conduction primarily involves elec-
tronic charge carriers, which require less energy to move. As
the temperature rises, additional mechanisms—such as the
movement of ionic species and the activation of previously
trapped charge carriers—begin to contribute significantly to
the conduction process. These mechanisms generally involve
higher energy barriers, thus leading to a substantial increase
in activation energy at elevated temperatures. On the other
hand, relaxation phenomena are inherently more localized,
involving processes like dipolar reorientation or short-range
hopping, which do not require extensive charge carrier trans-
port across the material.51 As a result, the difference in acti-
vation energies for relaxation processes between low and high
temperatures is relatively small. This comparatively minor vari-
ation reflects the localized nature of polarization or carrier relax-
ation. Therefore, we propose that the reason for the larger energy
difference observed in conductivity measurements, compared to
relaxation processes, is due to the fundamentally different nature
of the two mechanisms—long-range transport versus localized
relaxation—and their respective sensitivities to structural and
thermal changes in the material. The obtained activation energy
values are in good agreement with previously reported values for
polaron hopping in halide perovskites.50,52–54

Temperature-dependent Raman spectroscopy measure-
ments offer insights into structural and vibrational changes
associated with polaron conduction. Raman spectra of Cs2PtI6
pellets were recorded at temperatures ranging from 125 K to
325 K, as illustrated in Fig. 4(a). The spectra exhibit two dis-
tinct peaks: one between 148 cm−1 and 152 cm−1, attributed to
the A1g vibrational mode corresponding to Pt–I symmetric
stretch, and another between 127 cm−1 and 130 cm−1,
assigned to the Eg vibrational mode corresponding to Pt–I
asymmetric stretch.5 Gaussian function fitting was applied to
these peaks to determine the full width at half-maximum
(FWHM) and peak positions. As temperature increases from
125 K to 325 K, both the width and position of these peaks
undergo significant changes, while the overall spectral pattern
remains largely consistent within this temperature range. All
bands shift to lower wavenumbers and broaden with rising
temperatures (Fig. 4(b and c)). The red shift observed in the
bands with increasing temperature is attributed to lattice
expansion, which leads to the formation of polarons.55 The
full width at half maximum (FWHM) of the A1g mode
increased from 1.7 cm−1 at 125 K to 3.5 cm−1 at 325 K, while

Fig. 3 (a) The temperature-dependent conductivity variation with
respect to frequency. (b) The variation of DC conductivity with tempera-
ture. (c) The extraction of activation energies from DC conductivity at
two temperature regimes using the Arrhenius relation. (d) The variation
of frequency exponent and binding energy with temperature.
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the FWHM of the Eg mode increased from 1.3 cm−1 at 125 K to
2.5 cm−1 at 325 K, indicating a decrease in phonon
lifetime.56,57 The increase in FWHM or decrease in phonon
lifetime with temperature rise clearly indicates enhanced
phonon–electron interaction, giving rise to polaron, with
increasing temperature.

The frequency exponent (n) in eqn (12) is a temperature-
dependent parameter that provides information about the
interaction of moving charge carriers with the lattice. Its trend
with temperature also reveals the underlying conduction
mechanism. Several conduction mechanisms have been
reported in the literature, including quantum mechanical tun-
neling (QMT), correlated barrier hopping (CBH), non-overlap-
ping small polaron tunneling (NSPT), and overlapping large
polaron tunneling (OLPT). In the QMT model, the frequency
exponent n remains nearly constant around 0.8 or shows a
slight increase with temperature. This mechanism involves
tunneling of polarons between localized states without the
need for thermal activation, and is typically dominant at low
temperatures.58 In the OLPT model, the value of n initially
decreases with increasing temperature, reaches a minimum,
and then begins to rise again. This behavior is attributed to
the overlap of potential wells between hopping sites for large
polarons, which reduces the energy required for hopping. As a
result, large polarons are only weakly localized.49,59,60 In the
NSPT model, n increases with temperature. Here, small polar-
ons are strongly localized due to significant coupling between
charge carriers and lattice vibrations (phonons).54,61–66

Conversely, in the CBH model, the value of n decreases as
temperature increases. This mechanism involves thermally
activated hopping over potential barriers that are correlated
with the distance between localized sites.67,68

To determine the conduction mechanism in Cs2PtI6, the
frequency exponent n was obtained from the slope of the AC
conductivity curve at each temperature by fitting the linear
region. The value of n is close to unity at 100 K, and as the

temperature increases, the frequency exponent decreases. This
trend suggests that Correlated Barrier Hopping (CBH) invol-
ving small polarons is the dominant conduction mechanism
in Cs2PtI6 (Fig. 3(d)).

69,70

Here, charge carriers must overcome potential barriers for
conduction, likely associated with isolated octahedra in
vacancy-ordered Cs2PtI6 perovskites. The isolated octahedra in
Cs2PtI6 serve as centers for trapping polarons, leading to loca-
lized hopping of polarons to neighboring sites under an
applied electric field, thereby causing dielectric relaxation. The
deconvoluted fitted data of X-ray photoemission spectroscopy
(Fig. S4) shows the coexistence of both Pt4+ and Pt2+ species in
Pt 4f spectra, indicating the potential for redox-mediated
polaron conduction in Cs2PtI6:

Pt2þ-2e� ! Pt4þ: ð14Þ

During electron hopping, a polarization cloud accompany
the charge carrier, resulting in the formation of a polaron, as
illustrated in Fig. 5(a). A bipolaron conduction mechanism is
proposed in Cs2PtI6, where two electrons are transferred
during conduction. As charge conduction primarily takes
place through the CBH mechanism, polarons hop between
adjacent octahedra in Cs2PtI6, where the barrier height is
influenced by the distance between these octahedra. Consider
a two-site scenario with two potential wells separated by a dis-
tance ‘R’ (Fig. 5(b)). Here, the vacancies in the ordered perovs-
kite structure serves to define the barrier height for polarons
hopping to neighboring potential wells. Polaron hopping
occurs as the overlap between adjacent potential wells reduces
the barrier height from Wm to W or when the carriers gain
sufficient energy at high T to overcome the barrier:71

W ¼ Wm � eq 2=πεε0R ð15Þ

where Wm is the maximum barrier height between adjacent
potential wells (migration energy), e is the number of electrons

Fig. 4 (a) Temperature-dependent Raman spectroscopy in the temp-
erature range of 325 K ≤ T ≤ 125 K. (b) The shift in the peak position with
respect to temperature. (c) Change in the peak with change in
temperature.

Fig. 5 (a) The polaron hopping mechanism in the isolated octahedron
of Cs2PtI6 vacancy-ordered perovskites. (b) Correlated Barrier Hopping
(CBH) mechanism between two octahedral sites of barrier height ‘W’. (c)
Increase in hopping rate of polarons with temperature.
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participating in hopping (e = 1 for single polaron hopping and
e = 2 for bipolaron hopping), R is the distance between poten-
tial wells, q is the electronic charge, ε0 is the absolute permit-
tivity of free space and ε is the dielectric permittivity.72 The
second term in the equation is the potential energy due to the
coulombic interaction between localized charge carriers. The
distinction between single and bipolaron hopping is based on
the number of electrons involved in the hopping process
between two defect states. If only one electron participates, the
mechanism is referred to as single polaron hopping; if two
electrons are involved simultaneously, it is known as bipolaron
hopping.70,73–78 Bipolaron hopping typically dominates at
lower temperatures, and as the temperature increases, a tran-
sition to single polaron hopping can occur. This transition is
often accompanied by a reduction in the barrier height (Wm),
reflecting the lower energy required for single polaron move-
ment at elevated temperatures.73,79 Bipolaron hopping is
closely associated with the Correlated Barrier Hopping (CBH)
model, which has been found to be applicable to Cs2PtI6.

71,80

The closer the spacing of potential wells (R), the more efficient
the hopping. Due to octahedral voids in Cs2PtI6, higher acti-
vation energy is required for hopping conduction. Elevated
temperature and higher frequency both facilitate polaron
hopping between adjacent lattice sites by providing sufficient
energy to overcome barriers. The applied electric field too
affects the distribution of polarons across localized sites.
Hopping rate is defined as the frequency at which AC conduc-
tivity doubles that of DC conductivity.81 As illustrated in
Fig. 5(c), hopping rate increases exponentially with rising
temperature. The increased hopping rate may result from a
reduction in ‘R’ due to structural deformation at higher temp-
eratures. The hopping mechanism can involve either long-
range inter-well hopping or short-range intra-well hopping.
Inter-well hopping occurs between adjacent potential wells,
affecting DC conductivity, while intra-well hopping occurs
within a potential well, influencing AC conductivity.82,83 In
CBH conduction mechanism, the frequency exponent is
expressed as:79,84

n ¼ 1� ð6kBT=WbÞ ð16Þ
where Wb is the binding energy needed for the movement of
charge carrier from one site to another. The binding energy is
calculated using eqn (16). With increasing temperature, the
binding energy decreases (Fig. 3(d)) and consequently, at
higher temperatures, more charge carriers can overcome the
potential barriers and hop between sites.

Conclusions

In conclusion, temperature-dependent impedance and Raman
spectroscopic measurements were done to investigate the
charge conduction behavior in vacancy-ordered Cs2PtI6 perovs-
kites. The activation energy extracted from DC conductivity
suggests polaronic conduction as a plausible mechanism.
Conductivity analysis follows Jonscher’s law, from which the

frequency exponent is derived, confirming the presence of the
correlated barrier hopping mechanism in Cs2PtI6. Thus, temp-
erature-activated polaron hopping between adjacent defect
states, facilitated by isolated octahedra, is identified as the
primary charge conduction mechanism in Cs2PtI6. This
hopping mechanism depends on both temperature and the
frequency of the applied field. At higher temperatures, faster
carrier relaxation is observed, resulting in a higher hopping
rate. X-ray photoemission spectroscopy confirms the presence
of multiple oxidation states of Pt, demonstrating the transfer
of two electrons between Pt2+ and Pt4+, thereby supporting the
proposal of a bipolaron redox-mediated conduction mecha-
nism in Cs2PtI6.
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